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A B S T R A C T

The identification of processes that locally and approximately dominate dynamical system behavior has enabled
significant advances in understanding and modeling nonlinear differential dynamical systems. Conventional
methods of dominant process identification involve piecemeal and ad hoc (non-rigorous, informal) scaling
analyses to identify dominant balances of governing equation terms and to delineate the spatiotemporal
boundaries (boundaries in space and/or time) of each dominant balance. For the first time, we present an
objective global measure of the fit of dominant balances to observations, which is desirable for automation, and
was previously undefined. Furthermore, we propose a formal definition of the dominant balance identification
problem in the form of an optimization problem. We show that the optimization can be performed by various
machine learning algorithms, enabling the automatic identification of dominant balances. Our method is
algorithm agnostic and it eliminates reliance upon expert knowledge to identify dominant balances which
are not known beforehand.
. Introduction

Observations of nonlinear dynamical systems can exhibit heteroge-
eous patterns of non-asymptotic dominant balances when subjected
o asymmetric initial and/or boundary conditions. A dominant bal-
nce (Callaham et al., 2021) is a subset of governing equation terms
hich locally and statistically dominates the remaining equation terms
y at least an order of magnitude. The dominant balances in observa-
ions of nonlinear systems are often non-asymptotic (Barenblatt, 1996).
on-asymptotic dominant balances do not permit equation truncation

hrough formal methods with well defined convergence properties.
ighly nonlinear differential dynamical systems with asymmetries im-
osed by initial and/or boundary conditions often exhibit multiple
ominant balances delineated by boundaries in space and/or time.

One example of the importance of dominant balance identifica-
ion is illustrated by d’Alembert’s ‘‘zero drag’’ paradox (d’Alembert,
752), which took over 150 years to be resolved by Prandtl (Prandtl,
904). d’Alembert argued that, since frictional forces in fluid flow are
ery small, they can be neglected everywhere in the fluid. However,
’Alembert’s argument meant that balls and cylinders flying through
he air should experience zero drag. The paradox arose because fric-
ional forces in fluid flows are often small, yet drag forces are virtually
mnipresent in observations. The root of the paradox is the assumption

∗ Corresponding author.
E-mail address: bkaiser@lanl.gov (B.E. Kaiser).

of a global and absolute, rather than relative and local, threshold for
the importance of frictional forces in fluid flow. Upon realizing these
properties of dominant balances, Prandtl resolved the paradox by posit-
ing that the frictional terms in the fluid dynamical governing equations
cannot be ignored within thin boundary layer regions on the surface
of immersed objects (see Fig. 1). The dominant balances identified
by Prandtl directly informed the development of aerodynamic stall
prediction and, indeed, the whole field of aerodynamics.

Crucially, the equation terms that constitute dominant balances are
dominant relative to the magnitude of the equation terms deemed
negligible within the same dominant balance region. All equation terms
in one dominant balance can be much smaller or larger than all
equation terms in another dominant balance. Setting a global magni-
tude threshold on equation terms beforehand is problematic because
dominant balances are useful as localized tools for diagnosing rele-
vant dynamical processes. Dominant balance identification can aid the
development of statistical models. This has been done in fields as
diverse as nonlinear waves, plasma dynamics, earthquake dynamics,
general relativity, quantum field theory, biochemical reaction–diffusion
dynamics, fibrillation dynamics, epilepsy, turbulent flows, fiber optics,
biofilm dynamics, weather, and climate dynamics (Strogatz, 1994; Blow
and Wood, 1989; Seminara et al., 2012; Vallis, 2017; Peixoto and Oort,
1992).
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Fig. 1. Illustration of the resolution of d’Alembert’s paradox. Prandtl observed that frictional terms, which may be negligibly small far from the surface of a body immersed
in a fluid flow, are not negligibly small near the surface of the immersed body.
Conventional methods for dominant balance identification involve
combining any available theoretical and/or empirical domain knowl-
edge with estimates of characteristic scales to identify dominant bal-
ances. Callaham et al. (2021) proposed an unsupervised machine learn-
ing method that effectively automates the tedious, piecemeal, and ad
hoc manner of conventional methods of dominant balance identifica-
tion. However, to effectively use their method, the dominant balances
must be known beforehand to choose the correct algorithm parameters.
What if the dominant balances are not known beforehand? Here, we
propose a definition of the dominant balance identification problem
as an optimization problem. We then propose a simple algebraic ver-
ification criterion to generically define the optimal. By defining the
problem and by proposing an optimization function consistent with
previous balance identification methods, this study will enable robust
and credible automation of dominant balance identification.

2. Problem formulation

Given the array of data E = [e1;… ; eN ], consisting of N observations
of the D dimensional vector of equation terms en, we seek to label
each observation with a D dimensional hypothesis vector hn, where
hni ∈ {0; 1} for each nth observation of the ith equation term. We
assume that the equation is closed, ‡D

i=1 eni = 0, for all observations.
The entire array of data is labeled by H = [h1;… ;hN ], and zeros in each
hypothesis vector hn indicate equation terms in en that are neglected.
We choose a verification criterion V(E;H), such that the optimal fit
hypotheses, Hopt, can be obtained by varying the hypotheses H to find

Hopt =

h

n

l

n

j

argmax
H

V(E;H) if maxV(E;H) > V(E; 1)

1 if maxV(E;H) f V(E; 1)
; (1)

where 1 is an array of ones indicating all equation terms are re-
tained for the entire data array. We use the notation conventions of
Bishop (Bishop, 2006), where scalars are italicized, lower case bold
represents one dimensional arrays, and upper case bold represents two
or higher dimensional arrays.

We propose Eq. (1) as a definition of the dominant balance identifi-

cation problem, in which one seeks to partition the observations E into

2

distinct regions each with different dominant balances, as labeled by
Hopt. The dominant balances within Hopt can be assigned by conven-
tional ad hoc methods (Tennekes and Lumley, 1972), or they can be
assigned by using clustering algorithms to partition data into distinct
regions and subsequently by using dimensionality reduction algorithms
to select dominant balances for each region (Callaham et al., 2021).

3. The local magnitude score

To define a verification criterion, we propose to define optimal
dominant balances as balances that satisfy two conditions for each
region,

1. the magnitude difference between the selected dominant terms
and the negligible terms must be maximized;

2. the magnitude difference between the terms within the selected
dominant set must be minimized.

If the first condition is not satisfied, then all equation terms should
be retained, i.e., they are all equally dominant. These qualitative def-
initions are consistent with conventional ad hoc methods of scaling
analysis (Zohuri, 2017).

The local order-of-magnitude score, Mn(en;hn), hereafter the local
magnitude score (LMS), pertains to a single observation of equation-
space. It is a measure of the magnitude gap between dominant terms
hn � en and negligible terms ðhn − 1ð � en (terms that are selected as
dominant are labeled by hni = 1 and the neglected terms are labeled
by hni = 0, for the nth observation and the ith equation term).

To define the LMS we must first define the selected and neglected
sets of equation terms and their respective indices. Define F = {1;… ; D}
as the index set (Munkres, 2000) of the indices of the full set of equation
terms in vector en, such that

en =
˝

i∈F
eni; (2)

for observation n such that 1 f n f N . We refer to the binary
sets that represent the dominant terms as hypotheses because they
represent informal equation truncations that are not guaranteed to have
asymptotic properties. The hypotheses for the entire data set E form an

array, H, which has the same dimensions as E, [number of samples ×
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number of equation terms]. The hypothesis vectors for each observation
can be expressed as

hn =
˝

i∈F
hni; (3)

where hn is an indicator function (Cormen et al., 2009) that consists
entirely of ones and zeros, which represent selected dominant terms
and negligible terms, respectively. The indices of elements in en that
are selected as dominant terms by the hypothesis hn form the selection
index set Sn, where

Sn Ó F: (4)

The number of selected elements may vary for each observation n, and
if Sn = F then hn = 1 and no equation terms are neglected. It follows
that the remainder index set Rn for the nth observation is defined by
set subtraction

Rn = F − Sn; (5)

and, therefore, the remainder index set and selected index set are non-
overlapping,

Rn ∩ Sn = ∅: (6)

Thus the cardinality, or size, of the selected index set and remainder
index set are 2 f card(Sn) f D and 0 f card(Rn) f D − 2, respectively.
The lower bound of two selected terms is not necessary nor required;
we impose it because a dominant balance of just one term is not a useful
balance of terms (see Appendix A for further detail).

Let the arrays of selected and remainder equation terms from �en
be sn and rn, respectively. �en is the set of equation terms that are
normalized such that the smallest equation term magnitude is unity,

�en =
•

i∈Fn ðenið

min
�
•

i∈F ðenið
� g 1; (7)

where min(
•

i∈F ðenið) � 0. If min(
•

i∈F ðenið) = 0, then the minimum non-
ero absolute valued element of en replaces the denominator in Eq. (7).
he selected terms sn (hypothesized as dominant) and remainder terms
n (hypothesized as negligible) are defined as

sn =
˝

i∈Sn

�eni; (8)

n =
˝

i∈Rn

�eni; (9)

espectively. Let the magnitude gap between the normalized subsets,
n, be defined as a scalar for each nth observation,

n =

T log10(min(sn)−max(rn))
log10(min(sn)+max(rn))

if min(sn) > max(rn)

0 if min(sn) f max(rn)
: (10)

he magnitude gap is normalized such that �n ∈ [0; 1] by imposing the
loor condition (if �n < 0 then �n = 0) to correct for spurious large
egative values of �n that arise as min(sn) → max(rn). The behavior of
n, defined in Eq. (10), as a function of the ratio min(sn)∕max(rn) is
hown in Fig. 2, which shows that �n → 1 as the minimum magnitude
f the selected subset approaches two orders of magnitude greater than
he maximum of magnitude of the remainder subset.

Since the goal is to choose the selected subset, sn, such that it
orresponds to the dominant terms, the feature magnitudes of the
elected subset should be approximately the same. Otherwise, the
mallest magnitude term(s) in the selected subset should be removed
rom that subset and added to the remainder subset. To penalize large
bsolute magnitude differences within the selected subset, we introduce
scalar penalty for the nth observation,

n = log10(max(sn)) − log10(min(sn)) ∈ [0;∞): (11)

base 10 logarithm is chosen for the penalty because it corresponds
ost directly to the notion of orders of magnitude. 
n is defined such

hat as std(s ) → 0, so does the penalty, 
 → 0.
n n e

3

Fig. 2. The normalized magnitude gap between the selected and neglected
equation terms. The convergence of the normalized magnitude gap of the nth
observation, �n, as a function of the number of orders of magnitude that separate the
minimum magnitude term of the selected equation terms and the maximum magnitude
remainder equation terms. �n ≈ 1 as at least two orders of magnitude separate the
selected and remainder equation terms. If the selected equation terms are all the same
magnitude then 
n = 0 and Mn = �n. This figure indicates that we have formalized
the notion of a dominant balance as bias towards the preferential selection of sets of
terms that dominate neglected terms by at least two orders of magnitude.

Finally, the LMS for the nth sample, is given by

Mn(en;hn) =
�n

1 +
n
∈ [0; 1]: (12)

The score measures the consistency of truncations of the equation
with the average observed magnitudes of equation terms for the nth
observation. While Eq. (12) defines the optimization problem in terms
of a single variable, a two-variable optimization (i.e., the maximization
of �n and minimization of 
n) is a viable alternative methodology to
the uni-variate optimization presented here.

3.1. Local magnitude score example

To understand the LMS, consider a simple problem in which one
needs to decide which equation terms to keep and which to neglect.
Consider the one dimensional form of the heat equation with two
additional terms (i.e. advection and source),
)T
)t

− � )
2T
)x2

− u )T
)x

+ �(T − T0) = 0: (13)

Now assume that after scale analysis (Zohuri, 2017) for a given problem
of interest we find that the terms in Eq. (13) scale as

O
� )T
)t

�

∼ 1; (14)

O
�

� )
2T
)x2

�

∼ �; (15)

O
�

u )T
)x

�

∼ 1; (16)

O
�

�(T − T0)
�

∼ �; (17)

here we will consider both the case where � is a small parameter and
he case where � is a large parameter. We can rewrite Eq. (13) in terms
f the scale analysis

− � − 1 + � = 0: (18)

here are two dominant balances possible for Eq. (18), corresponding
o the small parameter case � ~ 1 and to the large parameter case
‚ 1. If there is only a single observation of the terms of Eq. (18),

hen N = 1 and it can be expressed in equation data array as

= [1; �;−1;−�]; (19)
1
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Fig. 3. LMS example. The LMS for the hypotheses h1 = [1; 0; 1; 0] and h1 = [0; 1; 0; 1]
when applied to Eq. (19) as � is varied from � ~ 1 to � ‚ 1. A score of unity is
awarded if the dominant terms dominate by two orders of magnitude. In this example
there is only one sample, thus the average of a single data point is its original value
and therefore V(E;H) = M1(e1 ;h1). This figure indicates that we have constructed the
LMS to preferentially select sets of terms that dominate neglected terms by at least two
orders of magnitude regardless of the signs of equation terms.

and therefore E = e1 and H = h1. If we chose a brute force search of
all possible dominant balance hypotheses, then there are 2D −D − 1 =
11 choices because each hypothesis is a permutation of two types. A
dominant balance of one term is not meaningful (see Appendix A).
A dominant balance of all governing equation terms is trivial and
conceptually equivalent a dominant balance of no governing equation
terms. The possible dominant balance hypotheses are

all possible hypotheses =

b

f

f

f

f

f

f

f

f

f

f

f

f

f

f

d

1 1 1 1
1 1 1 0
1 1 0 1
1 0 1 1
0 1 1 1
1 1 0 0
0 1 1 0
0 0 1 1
1 0 1 0
0 1 0 1
1 0 0 1

c

g

g

g

g

g

g

g

g

g

g

g

g

g

g

e

: (20)

The score of all of these hypotheses are approximately zero for all
magnitudes of � except for h1 = [1; 0; 1; 0] and h1 = [0; 1; 0; 1], which
represent the dominant terms when � is relatively small and large,
respectively, shown in Fig. 3. Note that in this example 
1 = 0 and
therefore M1 = �1. The score rapidly converges to unity if the scale
separation between dominant and neglected terms is larger than two
orders of magnitude.

4. A verification criterion

We propose the weighted average of Mn(en;hn), when averaged
over N samples, as a tenable verification criterion in Eq. (1),

V(E;H) =
‡N
n=1wn �Mn(en;hn)

‡N
n=1wn

; (21)

where the array of weights w = [w1;… ; wN ] are the discrete differ-
ntials of the observed domain, e.g. space and/or time differentials.
f N = 1, then V(E;H) = Mn(e1;h1). For example, if N observations

of data set E are equation terms distributed across a one-dimensional
space that evolve in time, then the verification criterion is the weighted
average of all scores where each nth weight is product of the time step
 a

4

and grid spacing for the nth observation, e.g. wn = (�t � �x)n. The score
s designed such that the optimal is unity.

The verification criterion V(E;H) is one possible objective function
hat defines optimal dominant balances in Eq. (1). While our choice
f verification criterion is ultimately subjective, we note that (a) our
hoice is consistent with domain knowledge as we state in the two
onditions above and show in Examples, and (b) it permits objective
omparison of dominant balances identified by different methods for
abeling equation data with Hopt. Other definitions of the verification
riterion are possible and encouraged; the goal is to formally identify
ominant balances by solving Eq. (1).

. Unsupervised learning framework

We propose an unsupervised machine learning framework (Kohavi
nd John, 1997; Dy and Brodley, 2004) that automatically discovers
ominant balances by using the verification criterion V(E;H) (Eq. (21))
o solve the problem defined by Eq. (1). The framework is depicted
n Fig. 4. The dominant balance identification problem is broken into
artitioning, hypothesis selection, and hypothesis testing tasks. The left
olumn outlines the conventional ad hoc method of dominant balance
dentification, and the right column depicts our framework. Our frame-
ork intentionally emulates the scientific method: the hypothesized
ominant balances H are tested by evaluating their fit to the equation
ata E by using the verification criterion.

The first task shown in Fig. 4, row A, is to partition E into dif-
erent dominant balance regions. For humans, this task is often the
ere act of visually recognizing the difference in dynamics from one

ampled region to another. Sonnewald et al. (2019) first suggested
hat the heuristic act of recognizing different dominant balance regions
an be formulated as a partitioning problem that can be credibly
olved using clustering algorithms. They are a class of unsupervised
achine learning algorithms that yield a finite set of categories ac-

ording to similarities or relationships among its objects (MacQueen
t al., 1967; Hartigan, 1975). Clustering reveals underlying patterns of
parsity in the data. However, the resulting clusters are sensitive to the
hoice of algorithm parameters (Pedregosa et al., 2011). In addition,
o definition of a cluster that is universal to all clustering algorithms
xists (Estivill-Castro, 2002).

The second task, shown in the row B of Fig. 4, is to select hypotheses
for all samples. Humans typically perform this task by estimating

haracteristic scales from observations and choosing a threshold for
ach dominant balance by which some terms are deemed negligi-
le (Zohuri, 2017) for all samples within a region. Callaham et al.
2021) proposed sparse principal component analysis (Zou et al., 2006)
SPCA) for hypothesis selection. SPCA labels features with small vari-
nces as negligible. This is achieved through the application of least
bsolute shrinkage and selection operator (Tibshirani, 1996) (LASSO)
egression on the principal axes from principal component analysis.
his application of SPCA, or any other dimensionality reduction tech-
ique that pertains to convex data (Van Der Maaten et al., 2009), is ge-
metrically and statistically consistent with expectation–maximization
lustering algorithms (e.g. K−means, Gaussian Mixture Models). Both
lgorithms assume convex, uni-modal, zero-skew data.

We propose a simple hypothesis selection algorithm, that we will
efer to as the combinatorial hypothesis selection (CHS) algorithm,
or equations with less than eight terms D f 8, because of the
omputational complexity of brute force combinatorial guessing. The
dvantage of choosing CHS is that it contains no parameters that
equire tuning, such as the LASSO regression coefficient that must be
hosen for SPCA. Since the number of all possible hypotheses for an
quation is a permutation of two types (0 or 1) with repetition allowed,
he number of possible hypotheses is O(2D). If the number of equation
erms, D, is not large, then hypotheses can be feasibly generated by
alculating the magnitude score (Eq. (12)) for all possible hypotheses
nd then selecting the hypothesis that is awarded the highest score.
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Fig. 4. The dominant balance identification problem. Partitioning and empirical scaling analysis performed by a human (left column), and algorithms capable of performing
said tasks (right column). The loop over algorithm parameters illustrates the procedure for obtaining Hopt in Eq. (1). Sonnewald et al. (2019) utilize K−means clustering to divide
oceanic vorticity into regions with distinct dominant balances. Callaham et al. (2021) demonstrated how clustering can be used to discover regions of dominant balances and
sparse principal component analysis can then be used to label each region with a dominant balance.
Table 1
Synopsis of automated dominant balance identification by Sonnewald et al. (2019) and by Callaham et al. (2021).

Study Dynamics Clustering Hypothesis selection Verification

Sonnewald et al. (2019) Global ocean vorticity K-means None (1) Robustness of identified ocean regions
(2) Information criteria convergence

Callaham et al. (2021)

(1) Turbulent boundary layer
(2) Optical pulse propagation
(3) Regional ocean vorticity
(4) Bursting neurons
(5) Rotating detonations

Gaussian Mixture Model SPCA None
D
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Eq. (12) can be applied to a single data sample or to a weighted average
of samples by using Eq. (21). The exponential time complexity limits
the feasibility of computing CHS to equations with relatively few terms,
as is shown in the Synthetic data example below.

The final task shown in Fig. 4, row C, is to measure the fit of
ypotheses H to the data E. This task was conventionally performed
ndirectly through post hoc validation of models constructed using
elevant identified dominant balances. Crucially, the framework applies
o any choice of clustering and hypothesis selection algorithms. This
llows for objective evaluation and comparisons of different algorithms.
e have formalized direct verification of hypotheses by defining the

ominant balance identification problem in Eq. (1) and proposing
verification criterion V(E;H). Table 1 shows the components of

the dominant balance identification problem that were performed in
previous studies.

The computational complexity of the framework depends on the al-
gorithms chosen for clustering and on the hypothesis selection because
the complexity of verification criterion is O(N). The computation time
of a single pass through the framework scales polynomially with sample
size N for all combinations of a non-parametric and a parametric
clustering algorithm paired with SPCA hypothesis selection and CHS.
However, practical application of the framework requires that the user
search a subset of the potentially infinite range of possible algorithm
parameters. Thus, familiarity with the chosen algorithms and the sta-
tistical properties of the data set will reduce the overall computational
complexity and expedite dominant balance discovery.
 a

5

5.1. Synthetic data example

Consider a two-dimensional array of data with an even number of
equation terms, where half of the terms are two orders of magnitude
larger in one half of the domain and vice versa, with no variability
in the x direction. Fig. 5a shows the synthetic data eni consisting of

= 8 equation terms, featuring two dominant balance regions in which
ominant terms have magnitudes of O(10) and negligible terms have

magnitudes of O(10−1). The dominant balance regions are separated by
discontinuity at y = 0:5. Multiplicative sinusoidal noise is added to

ive the two regions variance that is proportional to 10% of the signal
mplitude in each region. The dominant balance regions are prescribed
y the Heaviside step function H, such that:

i(x; y) = (−1)i�(y)(�H(�) + �); (22)

�(y) = �0 sin(!y); (23)

� =

T

y − 0:5 if 0 < i < D∕2
0:5 − y if D∕2 f i <∞

; (24)

here x and y are spatial coordinates. The equation closes exactly for
ll N samples, ‡D

i=1 eni = 0, and the prescribed coefficients are � = 101,
= 10−1, �0 = 10−1, and ! = 10�, Once again, eni is the nth observation
f the ith feature.

Figs. 5b,c,d show the results using K−means clustering and SPCA
ypothesis selection. Fig. 5b shows the variation of the verification
riterion V(E;H) with �, the LASSO regression coefficient for SPCA,
nd K, the prescribed number of clusters for K−means clustering. The
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